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Objectives

EMC

where information lives®

The objective of this workshop is to provide:

- an overview of the EMC organization (roles and specialization)

= a brief introduction on the Business Continuity and Disaster

Recovery subject matter.
= What is Business Continuity / Disaster Recovery
=% Why Business Continuity / Disaster Recovery
= Standard Methodology
=% Reference Technology

% Process to be considered
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EMC — Aligning, Innovating, Integrating
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Agenda EMC

where information lives®

- What is BC/DR

= Why Business Continuity / Disaster Recovery
= Standard Methodology
= Reference Technology

= Process to be considered
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What is BC/DR EMC

where information lives®

In case of disaster event a Company needs to consider:

» Loss of Human Resources (primary assets)
» Service Avalilability (revenue missing)
» Loss of Data (private or noticeable information)

» Economical Impact for Infrastructure (building and IT assets)
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BC/DR definition
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Business Continuity and Disaster Recovery is the whole activities to reduce

damage to the Company Business due to the extended unavailability of

Application or Data loss.

BC/DR consists of...

...Technology and Process to restore...

...Application and Data for the

provisioning of...

..Business Services interrupted after a...

...serious Harmful Event (Disaster ).
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BC/DR definition
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High
Avallability
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* Ability to automatically switch to
alternate resources when a portion of the
system is not or cannot remain
functional.
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<% Whatis BC/DR

< Why BC/DR

= Standard Methodology
= Reference Technology

<% Process to be considered
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Why BC/DR EMC
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70% of companies that suffer a major IT
disaster without a valid recovery plan, fail
within the next year. Of those that do survive,

only 10% make a full recovery.
Gartner Group

A survey of 430 organisations revealed that
38% said application downtime costs them
between £55,000 and £550,000 an hour, with

4% saying it was even more expensive than
that. Computer Weekly, 2004

= To minimize the interruption to critical business operations

=% To limit the financial loss

= To avoid or minimize legal or regulatory problems

= To simplify the decision-making process during a stressful situation
= To provide for a controlled return to normal operations (fail-back)
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Compelling Need for BC/DR
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J

* [n some industries, customers are insisting that their suppliers have viable
Business Continuity Plans in place as a prerequisite to entering their
Supply Chain

= Other industries (e.g. financial services) have regulatory demands that

Insist some level of Business Continuity is in place
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Banca d’ltalia defined “guidelines for
operational continuity” for Italian Banks in order
to identify actions and plans for DR
iImplementation within 2006.

Basilea Il is a regulation for international
banking activities to promote suitability of the
banks for credit risk and should be adopted
within 2007.



Residual Risk EMC
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|

BC/DR Management is concerned with managing risk to ensure that, at
all times, an organisation can continue operating to a pre-determined

minimum level.

Major Causes of Disruption

° BC/DR Management ObjeCtive iS = Human Interference = Water Damage
to minimize Operational Risk .0 operator o = Power Failure

(financial, legal and reputation) sabotage, strikes = Natural Forces
viruses e.g. floods,
earthquakes,
hurricanes
» Risk reduction through proper - Fire

= Communications
Failure

= Major Equipment
Failure

actions in order to minimize
critical service interruption
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Agenda EMC
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<% What is BC/DR
< Why BC/DR

= Standard Methodology

= Reference Technology

<% Process to be considered
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Methodology Framework EMC
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Assess Program /
Service Levels

Define Business
Requirements

Evaluate Availability &
Recovery Alternatives

Design Infrastructure

Conduct Implementation
Planning
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Test & Implement Develop / Update
Technologies Program Definitions

Manage Resources,
Develop Recovery Improvements &
Failover Plans Measurements

Conduct Recovery
Testing

Program Manage
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Key Performance Indicator EMC
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Business Requirements imply Technological Requirements:

 RTO (Recovery Time Objective) = maximun acceptable time of systems

unavailability after a disaster

 RPO (Recovery Point Objective) = maximun amount of data lost after a

disaster

Technology

Failover

Technology Plan and

Instruments

Recovery Point Objective
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Recovery Time Objective
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Avallability
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Different protection option considering Recovery Time Objective

Dedicated infrastructure that
implements the automatic
s fail-over (auto-swap)

Dedicated infrastructure
that allows the fail-over
/through manual processes

Automatic
Fail-Over

Infrastructure that
normally provides
other services and
can be configured to
provide the services
to be protected
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Site designed by
Facility, Utilities,
network infrastructure,
and having enough
space to set up
systems

Site with sufficient
space to set up
systems

Purchase of the
site at the time of
the disaster

Acquisition
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>15d
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Protection EMC’
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Different protection option considering Recovery Point Objective

Replica syncronous
replication with zero data
loss

replication with different Synchronous
levels of possible data Mirroring

loss
Remote
Replication
Remote Transactions
Classic Backup replication of data
with physical based on time \ Stand-By
tape intervals or Database
transportation events
X Remote
Journaling

Traditional
Backup
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Decision Drivers to be considered
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Down Time Costs BC&DR Solution Costs

Direct Costs

RTO /RPO

Indirect Costs Bandwidth

Consequential Costs

___PRIMARY DECISION DRIVERS ___
A

Performance

PRIMARY DECISION DRIVERS

© Copyright 2010 EMC Corporation. All rights reserved.
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=% What is BC/DR
% Why BC/DR
= Standard Methodology

% Reference Technology

<% Process to be considered
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Techniques to reduce Service disruption risks
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= Clustering

= Syncronous/Asyncronous Data Replication
= Virtualization

- Power Redundancy

= SAN access Redundancy

e

Syncronous/Asyncronous Data Replication
* Protect against local and regional site disruptions
* Provide near-instant recovery

* Migrate, consolidate or distribute data across
storage platforms

* Enable non-stop operations

© Copyright 2010 EMC Corporation. All rights reserved.

20



Remote Replication Pain Points
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Source
&
‘ Response it

time b nfrastructure
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Comms Application
consistency

'V e -

Application consistency
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\AD

Response time —Application impact of replication
Infrastructure —Costs to enable solution

Communications —Monthly line and bandwidth costs

—Application inter-dependency

21



Deployment Options to Fit Business Needs
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Synchronous Replication
* No data exposure
e Some performance impact
* Limited distance

Asynchronous Replication
e Seconds of data exposure
* No performance impact
* Unlimited distance

© Copyright 2010 EMC Corporation. All rights reserved.

Source

22



Deployment Options to Fit Business Needs EMC
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Multisite Replication
* No data loss on single point of failure
» Geographically dispersed protection
* Unlimited distance

* Ability to enable new Async between
remote locations

Source

Multisite Replication
 Zero or hours of data exposure Source Target
* No performance impact | :
e Unlimited distance
* Requires BCVs
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Achieving Enterprise-wide Consistency EMC
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Ensuring enterprise-wide consistency
across multiple databases,
applications, and platforms
Mainframe

Windows

© Copyright 2010 EMC Corporation. All rights reserved.



Concurrent Local and Remote Data Protection EMC’
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................................................................................................

VM | VM || VM VM | VM || VM

m m :
¢ o =] o o = .

RecoverPoint

-

= ==

- —
SAN Local
Storage Journals

 Utilizes host, fabric, or array write splitting
.« Local replication with any point-in-time recovery
.« Remote replication with point-in-time recovery

* Local and remote write journals enable roll-back
. to a consistent point-in-time image

.................................................................................................
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VM | VM || VM VM VM || VM

RecoverPoint
e SAN

i

— =
'1_' EMC’ E;{l
-

Remote SAN
Journal Storage

* Consistency groups ensure write-order fidelity
within or across servers and virtual machines
* Logical or physical access to replicated data

* Supports EMC and third-party storage

.................................................................................................
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=% What is BC/DR
% Why BC/DR
= Standard Methodology

- Reference Technology

=2>Process to be considered
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= The Business Continuity Management is a strategic and tactical process
that enables an organization to have an answer to any event and business
interruption that may impact on business processes that contribute to "core
business", ensuring a level of service minimum acceptable default.

Disaster

Recovery
Plan o
& o : g
Si | %%
F O A
LT og? 52
~ Business
- Continuity
P\ Management s
25, &
3 oo
%7 O O
=%V o)
293 &
= Site
ecovery
Plan

<% Disaster Recovery is the set of processes and technologies capable of
restoring systems, data and infrastructures necessary to service the core
business in the face of serious emergencies (disasters).

© Copyright 2010 EMC Corporation. All rights reserved.
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BCP Documentation EMC’
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=% DR Plan: management of real emergency situation
= Test Plan: periodical simulation of recovery
= Ordinary Management Plan: daily maintenance and solution check

I/ \\ I/ \\ s ) S
: DR Plan n Test Plan i 1 Ordinary Mgmt Plan
: L L
i i 1 H i 1 H
Processes i [ Processo di Gestione del ] L [ Processo di Gestione Test ] £ [ Processo di Gestione Ordinaria ]
é Disaster Recovery L Recovery ‘¢
i Lo Do
1 [N (.
' = -
| v v v
Procedures [ Disaster Recovery Test Recovery ] [ Gestione Ordinaria ]
i D P
1 [ (-
t juasaah et
§ v | v L v
1 7 N - NI L A
‘ . . i : i : .
| < Sistemi Storage | +Sistemi storage ' | | < Gestione Change
-l i : i 3 §
Operatl(.)nal |« Server Open\ Mainframe | - server Open \ Mainframe - | *Aggiornamento Piano
Instruction § | ] L
| *TLC | 8@ .TestTLC .. | < Gestione operazioni sito
J P i
¢ T .
. | < Accesso Centro Alternativo | «TestAccesso Centro DR L remoto
f L0 \§ J . N /
L i % i 1
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Example for Process EMC
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Ve

( Unita di Crisi ICT: ) 5 Definition of Roles and
Responsabile UC-ICT o epess N
Responsibilities for each activities
+ClO — - :
+BBF “HRO = Definition of Crisis Units
+CNS ‘LA :
“BM . CPA = Service Control Room
o 1CFo / 9 External Providers
e —

=% Contact List

Coordinatore DR

f_____..-—-—-"_______“----._______‘___“_

/ Llnlta di DR \
[ Service Control Ruum [ Unita Presidio Pomezia ]>
wam Assessment ICT [ Personale Tecnico di Roma I/

v’ CIO/ICT Operations
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Example for Procedures
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Mappa delle procedure di Disaster Recovery

Procedure Preliminari

Mappa delle procedure di DR Test

Procedure
Preliminari

Simulazione:
Perdita solo sito Primario

erdita del solo sito
Primario o anche di quello
di Data Recovery?

terruzione dei link
o chiusura delle

Interruzione Link

(scenario A)
- Perdita sito Primario e Data
Recovery (Scenario B)2

-Scenario B

Chiusura Replica

Chiusura Replica

v

terruzione dei link
o chiusura delle

Interruzione Link

A 2
Interruzione di tutti i

Interruzione del link

Chiusura replica

Chiusura tutti link
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Solo Sito Primario Sito Primario e Data Recovery it : . - e,
di replica asincrona asincrona verso il e link di replica
verso il sito remoto sito remoto P asincrona

: : i .
[Procedure Recovery |
Procedure Recovery el ey BIesacis ooty Storage in caso di
+ i Storage in caso di Storage in caso di : >
Storage in caso di . 4 rdita del sit +  perdita del sito
perdita del sito _perdita del sito perdita ce) stio primario e di quello di
i primario e di quello di pimano | datarecovery |
pIpaLy data recovery [ | I
T
Procedure Avvio
Ambiente
Mainframe
i " Test di tutto
Procedure Avvio Ambiente 8 Singolo
. ] ; I'ambiente Open o di un B2
Ambiente Mainframe Open Stooh ey Servizio ]
i i Procedura di avvio del
Procedura di avvio di % i
ey sl singolo servizio da
tutti gli applicativi toclore
[ T
Procedure Avvio ,_¢—
Ambiente Open Procedure di verifica
4 degli
= = = = Eativi testati
. Mappa delle procedure di Gestione Ordinaria ;

\cedure di

stino della

luzione di

: : : o Procedure Monitoring Gestione degli i
Procedure di Patchin Discovery Applicativa ; . :
9 bl e Ripristino replica interventi di change
\_ /
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Example for Operational Instructions EMC
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Rilevamento stato BCV e applicazioni per la chiusura copia timefinder .
dati in SRDF/A
Slart task autostart 7

‘l\—:'.ﬁ'_____ Verily splii ___:ZZ: S Serve refresh dati? =

. e
Exit 1 . Exit 2
Ch_g,/ == I a2 )
— !_n_]nllrazione a.rtl'_lr_'ga_j?,_.l'-°—|
T Restart copia Timefinder dati in SRDF STAR
Per 1 BCV dei server in protezione SEDE/STAR

[~ ]

Il comando che consente la rapertura della copia timefinder (stato atteso prima del comando & splif). T

'm NO cotmatdo imposta anche lo stato dei volumd target in write disable e quitdi le applicazioni devono essere
_.' BCY stonati? -'_":_':: spng]  chivse e i BCV smonatati.
Il comande lanciate da Eoma e usando 1l consistency group di nome “Star” &:
S1
symmir -cg Star estahlish -star -rdf —rdfg name: Milano
__'__ A o - -
'::_E:dt ll>‘7 Aliendehre Re,"'t‘lrl copi Il comande lanciato da Milano e usando il consistency group di nome “Star”™:
e synchraonized timefinder

symmir -cg Star estahlish —star

Pet verificare la corretta esecuzione non devono appatire messaggi in console e pud essere eseguito uno a
scelta dei seguenti controlli, ripetendo la prima parte del comando:

... ruety

& 1o stato delle coppie sard Synchronized o SynclnProg
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* Not “una tantum ” but a continuous Operational/ManagementProcess

e Jtis not a luxury but a need for the Company
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