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outline

* basic facts about matrices

* eigenvalues - eigenvectors - characteristic polynomial - algebraic multiplicity
* eigenvalues invariance under similarity transformation

* invariance of the eigenspace

* geometric multiplicity

* diagonalizable matrix: necessary & sufficient condition

* diagonalizing similarity transformation

* a more convenient similarity transformation for complex eigenvalues

* spectral decomposition

* not diagonalizable (A defective) case: Jordan blocks
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matrices - notations and terminology

( mi1  Mi2 T Miq \ h
m;; are the
M ST o M2q matrzii( elements
X ¢ matrix = .
pPxdq (or entries)
\ Mp1r -+ Mpg—1 Mypg )
M:{me:l,,p & ]: ,...,Q}
“——))j-th column
1-th row
"
1 2 1 3
transpose M* = {m;g : mf/ij — mji} > (3 4> - (2 4)
vector (column) v:n X1
row vector vl 1 xn
scalar 1 x1
square matrix M:pXp

rectangular matrix M : p X q (p # q)
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square matrices

( m; 0 -+ 0 \ .
compact notation:
diagonal matrix 0 me - O M = diag{m;}, i=1,...,p
0 I
\ 0 .0 m, )
compact notation:
R M disg(M), i=1,...k
block diagonal matrix 0 My O = diagiM;}, i=1,...,
0 0 Ms with M; square matrix
( mir iz - Min \ similarly:
| | 0 Moo . Moy, . Ioner triangular.
upper triangular matrix . * strictly lower triangular
0 : : .
\ 0 o0 My, )

similarly:

upper block triangular matrix < 0 Y * lower block triangular
22

* strictly lower block triangular
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square matrices

* for block triangular or block diagonal the computation of the determinant is simplified

My, M
det ( 011 MZ ) = det(M71) - det(Mas) l
det My 0 = det(M;) - det(My) special case
0 M l
* determinant of a diagonal matrix = product of the diagonal terms special case

* will be useful for the eigenvalue computation
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matrix-vector multiplication

* right multiplication of a matrix M by a column vector v is equivalent to making a linear
combination of the columns m; of M with coefficients the elements v; of v

l FKSD

Mv = (ml mz) = U1 M1 + V2 My
Lo2) (5) _ o (1) 4 (2) (V7
example {3 4/\6/) " \3 4) — \39

* left multiplication of a matrix M by a row vector v{ is equivalent to making a linear
combination of the rows m;! of M with coefficients the elements v; of v1

T T T
v M:(vl ’Uz) = v My + v2 M,

example (5 6) (é i) =5(1 2)+6(3 4)= (ﬁ)
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square matrices

* multiplication by a diagonal matrix A= diag{)\i}

ANA =
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Ain CL11>\1

Unn | Un] )\n

matrix multiplication

@1n)\1
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square matrices
* multiplication by a diagonal matrix A= diag{)\i}

A1 0] a0 ain aiiA1 ot GipAl
i 0 nhe >\n_ an1 v Ann_ | Un1 )\n T annAn_
the i-th element of the diagonal matrix A multiplies the i-th row of A
similarly
aiy - aip| |[Ar -0 0 ajiA1 o GipAp
dn1 Unn | [ 0 T )\n_ | n1 )\1 T ann)\n_

the i-th element of the diagonal matrix A multiplies the i-th column of A
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square matrices

, non-singular
square matrix (invertile) < det(M) #0

(A =4

(AB) ' =B~ 14!

M = diag{m;} —> M= diag{mii}

ATTA=AA =]

AV =1

det(A) = det(A") det(aA) = o' det(A) and not aMA)

det(MN) = det(M).det(N) for square matrices M and N
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eigenvalues & eigenvectors
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such that Au is parallel to u

Lanari: CS - Linear Algebra

l

Au=M\u

T

scalar
(scaling factor)

Au

in general Au and u

have different
directions

U

\ 4

or Au,

A 4



eigenvalues & eigenvectors

no special relation between the vector and its image

v v

E ) 0GR

no special relation between the vector and its image

example

v v

1 —2 =2 1 —2
10) = 3)0)=(5)

\/ the vector and its image are parallel
eigenvalues v v

1(3)=(0 D) -0) =2 ()
A2 o scaling
factor

the vector and its image are parallel

v v

(-2 D)-(2)-()

eigenvalue
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eigenvalues & eigenvectors

Definition: given the matrix A (n x n), if for a scalar \; there exists a non-zero
vector u; # 0 such that A u; = \; w; then \; is an eigenvalue of A and w; is an

associated eigenvector

o N - . o u; belongs to the nullspace
note that A us = As us < o > (A - Ai L jui =0 or kernel of (A - \iI)

non-trivial u; # 0 solution exists iff det(A - \il) = 0

—=3 the eigenvalues \; are the roots of the n-th order characteristic polynomial

[ pa(A) =det AN — A) = A" + ap i N+ an_o N2+ Fag )\ + ag ]

the eigenvalues \; are the solutions of pa(A) = det(A] —A4) =0
* same solutions of det (A - AI) = 0 since det (A - A\I) = (-1)"det (A - A)

* kernel or nullspace of M is the subspace of all vectors v s.t. Mv = 0

the eigenvectors u; associated to the eigenvalue \; generate a linear subspace: the
eigenspace V;
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eigenvalues & eigenvectors

-2 =2
ex. A:<2 3)

pa(A) =det(A] — A) = det (

A+ 2 2
-2 A-=3

—=  therefore the eigenvalues are \; = -1 and X\ = 2

e for A1 = -1 the eigenspace V/ is determined by

V1 = ker(A — Af) = ker (_21 _42> - { <—21> }

» for Ao = 2 the eigenspace V5 is determined by

>:>\2—>\—2:(A+1)(>\—2)

Vo = ker(A — Aof) = ker (_24 _12> - { (-12) }

Lanari: CS - Linear Algebra




eigenvalues & eigenvectors

hyp: A square matrix n x n with real elements
pa(N) =det( M — A) = A" 4+ ap i N Fan_ oA\ F 4 -+ a X+ ag

* pa(A) is a polynomial of order n with real coefficients a; if A is real
* set of the n solutions of p4 (A) = 0 defined as the spectrum of A, symbol: o(A)

« since the coefficients of p4 () are real its roots can be real and/or complex

——sy generic solution \; { A € R

] or
(eigenvalue A;) Ai € C thenalso Aj is a solution —> (Aj, A]) pairs

. A € R u; real components
therefore if then

Ao €C u; complex components and \] —— u;

* define ma(\;) = algebraic multiplicity of eigenvalue \; as the multiplicity of
the solution A = X\; in ps(A) = 0
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eigenvalues & eigenvectors

special cases

(ml 0 0 \
diagonal 0 e .0 o L
matrix 2 . > eigenvalues = {m;}
0 0
\ 0 0 m. )
/ mi1 M2 M1y, \
triangular 0 m -
matrix - .Zn > eigenvalues = {m;}
(upper or lower) 0 :
\ 0 0 Mo )

in these situations
eigenvalues = elements on the main diagonal
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eigenvalues - invariance

T
* similarity transformation: A > TAT™! has the same eigenvalues as A

det(T) # 0

~——=3 eigenvalues are invariant under similarity transformations (proof)

* right and left eigenvectors:

Au; = Au;  —  u;  right eigenvector (column)
vi A =o'\ = Nol — v left eigenvector (row)

we will often choose the left eigenvectors such that v;‘;r U; = 044

=0 if 1# 37  Kronecker

5
where 9 {— 1 if i=4 delta

—2 =2 : 1
e A — ( 9 3 > if Uy = (_21) we will choose U;‘F — g (2 1)

1 1
if u2 = (_2> we will choose v = 3 (-1 —2)
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eigenspace

the eigenspace V; corresponding to the eigenvalue \; of A is the vector space

Vi={u € R"|Au = \u} or equivalently V; = Ker(A4 - \iI)

reminder:

* basis of Ker(M) is a set of linearly independent vectors which spans the whole
subspace Ker(M)

» span{vy, v9, ..., Ux} = vector space generated by all possible linear combinations

of the vectors vy, vg, ..., Ui
~——=% as a consequence, the eigenvector u; associated to )\; is not unique

example: A(au;) = aAu; = alju; = A\;j(au;)

[ all belong to the same linear subspace
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eigenspace

example:
0 0 -1 A
o A= (-1 1 1| pa)=det(\-A)=A-1*(A+1) |
-1 0 O
-1 0 -1
A1 = 1 has the eigenspace  V; =ker(A—I)=ker | -1 0 —1] = gen <
-1 0 -1

/

\

/

Y

since any linearly independent vectors generated by the chosen basis can be chosen as new basis,
V1 can also be generated by

( 1 _2 )
—_— Vi=gend (-1, [v2]
\ —1 2/ )
but not as (/1 9\ )
Vl#gen< —1 , 2 >
\ —1 2 y

since, although each vector belongs to Vi, they are not linearly independent
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geometric multiplicity

e if \; eigenvalue with ma(\;) > 1 it will have one or more linearly independent
eigenvectors u;

A 0 1 0 2. linearly independent
ex. Al — ( 01 A\ > , U1l = ( 0 ) y U2 = < 1 ) e'gegi\;:l?;;s:2
A o= (M) it 520, only w= (L) b e
O )\1 O

dim(V1) =1
note that A1 and A2 have the same eigenvalue A1 both with same ma(\1) = 2

since they have the same characteristic polynomial pa(\) = (A — \1)?

Definition

the geometric multiplicity of )\; is the dimension of the eigenspace associated to \;
[dim(Vi) = mg()\i)]

mg(A;) = dim [Ker(A — \;1)] = n —rank(A — \; 1)
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geometric multiplicity

useful ~ note that
broperty [1 < mg(A;) < ma(N;) < nj — if ma(\i) = 1 then mg(\i) = 1

A 0 0 O
ex.1 A4, = ( 01 \ ), (A1 — 1) = ( 0 0 ) mg(A1) =2 =ma(\)
A 0
Ay = ( 01 )\61 ) , (Ag — A\ I) = ( 0 g ) mg(A1) =1 < ma(A)
generic L
0.5 0 0.5 v et
ex. 2 P=10 1 0 projection matrix
05 0 0.5
0 1 |
)\1 = )\2 =N U1 = 1 Uos = 0 >
ma(A1) =2 = mg(A) 0 :
1
)\3 =0 Uz — 0
1
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diagonalization

Definition
An (n x n) matrix A is said to be diagonalizable if there exists an invertible

(n x m) matrix T such that TAT ~ is a diagonal matrix

since the eigenvalues are invariant under similarity transformations

if A diagonalizable TAT ' = A = diag{\;},i=1,...,n

T

the elements on the diagonal of A
are the eigenvalues of A

Lanari: CS - Linear Algebra

" Theorem h
An (n x n) matrix A is diagonalizable if and only if it has n linearly
independent eigenvectors

\ _J
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diagonalization
(Note: this does not mean

Hyp: A has n linearly independent eigenvectors
YP y P 8 necessarily n distinct eigenvalues)

e we need to find T such that TAT " is a diagonal matrix
since by hypothesis the n eigenvectors u; are linearly independent, the matrix having

the vectors u; as columns is necessarily non-singular

U = [ up Uz - Up } non-singular nxn matrix
we rewrite the n relations defining the eigenvalues Au; = \;u;, 1 =1,....n
in matrix form

/ M 0 -0 \
0 A : 0
A[ul U9 un]:[ul U9 un]

[AZ/{ = Z/IA] with A = diag{ A1, ..., A\n}

Lanari: CS - Linear Algebra 22



diagonalization

from AU = UA being U non-singular, we can define T such that T~ ' = I/

AT ' =T AN - A=T"AT — A=TAT !

therefore the diagonalizing similarity transformation is 7's.t.

We have an alternative necessary & sufficient condition for diagonalizability

T_lzlxlz[ul Uy - un}

s

\

A: (n x n) is diagonalizable if and only if

mg(Ai) = ma(\i) for every eigenvalue \;

\

_/

Warning: distinct eigenvalues (real and/or complex) %é A diagonalizable

—

Lanari: CS - Linear Algebra
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diagonalization
_92 _9 _ 2 1 1/ 2 1 vi
an(Z ) e (L) 3G ) =()

A = -1 Ao = 2 1/ 2 1 -2 =2 2 1y (-1 0
ma(A1) = ma(A2) = 1 3 (_1 _2> ( 2 3 ) (_1 _2> B ( 0 2)

note that: since the algebraic multiplicity is 1 necessarily also the geometric one is 1

0 0 -1 (/0 1\ ) (/1)
e A=[-1 1 -1 Vi=gen< |1],1 0]} Vo=gen< (1] ;
1 0 0 \o/ \-1/ \1/
Al = ma(A1) = 2 = mg(A1)
A=-1  ma(l) =1=mg(Ao)
0 1 1 —1/2 1 —1/2 1 0 0
T'=(1 0 1| T=|(1/2 0 —1/2|= A=TAT'=UAU=[0 1 0
0 —1 1 1/2 0 1/2 0 0 -1
24
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diagonalization

As already noted, A having distinct eigenvalues implies that A is diagonalizable

(sufficient condition) but the A diagonalizable does not necessarily imply that its
eigenvalues are distinct

Sufficiency comes from the fact that distinct eigenvalues (real and/or complex)
generate linearly independent eigenvectors

However the condition is not necessary, see for example

A : . :
o A= <0 S) diagonal but coincident eigenvalues, ma(\;) = 2

however there are 2 linearly independent eigenvectors for the eigenvalue \; and
hence the geometric multiplicity is also 2

0 0 -1
e A=|-1 1 -1 diagonalizable but not distinct eigenvalues
—1 0 O

similarly the eigenvalue A1 = 2 with algebraic multiplicity 2 has also mg(A1) = 2
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diagonalization: complex eigenvalues case

hyp: A square matrix n x n with real elements

We know complex eigenvalues for A real come necessarily in pairs (i \;*)
the complex eigenvalue \; will have eigennvector u; with complex elements

consider the case n = 2 A\; = o; + jw; Wwith its eigenvector  u; = Uqi + JUp;
* . * .
A = — Jw; > U; = Ugq — JUbs
2 choices

 diagonalization (since the eigenvalues are distinct, A is diagonalizable)

but
_ _ A O
T = u;, uf| — D;=TAT 1 — {O Xf‘} complex
v elements

* or real block 2 x 2 (no diagonalization)
Ty = Uqi  Upi| — M, = TrAT,' = {O"i wi] real

—Wi Gy
linearly independent /

when A is real

elements

real system representation for complex eigenvalues
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diagonalization: complex eigenvalues case

°A:<O —2) paAN) =22 -2 12=A—1— (A —1+4)

1 2
: 2 2 (0
SR “1:(—1—.7):(—1)“<—1)

B 2 0 1/2 0 _ 11
therefore TRl — [_1 _1] TR — [_1//2 1] and CZ_WI:iAATR1 — [—1 1] - [Od w]

0 1:0 0 14 0
(—2250 0\ ._(—2\ | (0\
° A= TUTTTE T M=14+7->u = 14 Aa=—1+j->us = y
\ 2 1i-2 0) man)=1=mg0)\~14j) ma(k) =1=mghs) \ 2 J

110 0 0 —1/2 0 0 (1 1:0 0)
1 |-2 00 o0 | 1 =12 0 o0 1 _ |z 1:0 0
Tr -1 1 1 -1 Tr= -1/2 0 0 1/2 TpdTy = 0 0:—-1 1
-1 1 2 0 1/2 0 -1 1/2 \O 0:_1 _1)

check with Matlab
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diagonalization

e simultaneous presence of real and complex eigenvalues

If A diagonalizable, there exists a non-singular matrix R such that

RAR™' = diag {A,, My 41, My 3,..., M, 1}

with A, = diag{A{,..., A} for real eigenvalues
8% Wi . .
M; = {—w- a} for each complex pair of eigenvalues (i \;*)
and Tp' = (w1 ... u, Relupq1] Imfupyq]... Refug—1] Imfug_q])
0 0 -1 Matlab code
A=10 -2 1
° (1 —1 1) A= [0,05_1;05_251;1,_15_1];
: —1 1 0
[V,D] = eig(A) N 1 —1 0
A2 =—1=x] Tinv = [real(V(:,1)),imag(V(:,1)),V(;,3)]; 0 0 -1
Az = —1 inv(Tinv)*A*Tinv
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diagonalization

example
-6 5
A=| 5 —6
—10 10
A= —1
Ay = —1+10y

C 05
Uo2q — —0.5
- 1 -

s TAT 1 =

4 A = —1
—16 .
Ao/ = —1 4 10
9 _ 2/3 J
=
U1 = 1
_O_
- 0.5+0.15 |
- 1 —
1 05 0.1]
— |1 —-05 1.1
0 1 0

Lanari: CS - Linear Algebra
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Uo2p — 1.1

0
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0 -1
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A diagonalizable: spectral decomposition

Hyp: A diagonalizable A=UANUT
I i ly ind dent T -
columns (linearly independent) OF N
l \4 UQT <— rows
U = [ul U9 un} > U= .
. these are also
oL left eigenvectors

UU=1 = v u; = 0i5, 4Jj=1,...,n "o-

/ | . _UT-
here, the choice of the therefore computing explicitly vflr
left eigenvector _ -1 _ 2
should be so that A=UNUT = [N Asua Antin] |
this condition is met e

| Un _

spectral form of A

-
n

E : T

A= )\z U; U;
1=1

\

~

_/
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A diagonalizable: spectral decomposition

n
E : T
A= )\z U; vU;
1=1 -

T
()

> P = u;v

row
column } (’rL X n)

is the projection matrix on the invariant
subspace generated by u;

=) =)

Ay =1
P, — 1 1
0 O
Pl’U:—1°U1

Lanari: CS - Linear Algebra
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non-diagonalizable case

for illustrative purposes, we assume that J\; is the only eigenvalue and therefore the
algebraic multiplicity will be equal to n if Aisn xn

since A is not diagonalizable we have 0 < mg(Ai) < ma(X) =n
in this case A is said to be defective

- > then there exists a change of coordinates such thatin T'A T ! the eigenvalue

Ai will have associated mg(\;) Jordan blocks Ji, with & = 1,..., mg(\),
each of dimension ni (we will not explore how to determine 7y )

- 0 A 1 0
single
Jordan block  Ji = Lo c R™k X"k
of dimension 7 0 --- 0 A\ 1
0 0 A

* note that the null space of J; - A:l has dimension 1

* the dimension of the largest Jordan block associated to ); is called index
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non-diagonalizable case (A defective)

In this case the eigenvector is replaced by the generalized eigenvector which will form

chains of ni generalized eigenvectors (not part of this course)

The resulting matrix, after a proper change of coordinates, is the Jordan canonical

form which is block diagonal matrix having the Jordan blocks on the main diagonal

* example:

unique eigenvalue \; of matrix A (n x n) with geometric multiplicity mg(\i) = p

and algebraic multiplicity ma(\;) =n = Z N

then there exists a nonsingular matrix T such that TAT ! = J =

with Ji € R" ™™ Jordan block of dim ni for each k = 1, ..., p
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non-diagonalizable case (multiple c.c. eigenvalues)

What happens if we have repeated complex conjugate eigenvalues in the non-

diagonalizable case, i.e., mg(\i) < ma(A\;)?

Let’s consider, for illustrative purposes, n = 4 with the repeated pair of complex
conjugate eigenvalues (\; \;*), Ai = ai + jwi with ma(Xi) = 2 and mg(\i) = 1

~=5 we know there exists a change of
coordinates 1" which will lead to one Jordan

block of dimension 2 for each eigenvalue

~——=5 however we have the usual problem that
the resulting matrix is complex;
nevertheless as in the diagonalizable case,

there exists a change of coordinates Tr
which leads to a real matrix

Lanari: CS - Linear Algebra

a1 _ | O A0 0
1o o ix o1
0O 0 :0 X\

block diagonal complex

;W 1 0

1 —W; O 0 1
TRATR e b--ﬂ--(-);_-----a_}--

0 0 —Ww;

block triangular real

34



special cases
o if ma(\i) = 1 then mg(\i) =1
e if mg(X\i) = 1 then only one Jordan block of dimension ma(\;)

{—Ol _11} AN o= —1 ma(\) = 2 ma(h) = 1

e if \; unique eigenvalue of matrix A and if rank(M\] - A) = ma(X\i) - 1

then only one Jordan block of dimension ma(\;)

consequence of the rank-nullity theorem applied to A - \i1
A—-— NI :R" - R"
dim (R") = dim (Ker(A — A\; 1)) 4+ dim (Im(A — \; 1))
n nullity(A - \iI) rank(A - \iI)

Lanari: CS - Linear Algebra

35



summary

A real 3T st. TAT ' = A for real & complex \;
diagonalizable A = diag{\;} A, = diag{A1,..., )\ }
mg(Ai) = ma(Ai) alternative choice
for all ¢ for complex (A \;*)
e[
—Wi  Qy
A= Z A; U vff spectral form
i=1
mg(Ai) Jordan blocks of the form
A real 47T s.t. N, 1 0
not diagonalizable TAT! = diag{J},} ;7 o RIkXL
— =
0 - AN 1
mg(Ai) < ma(Xi) block diagonal 0 o 0 A

Lanari: CS - Linear Algebra
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vocabulary

English Italiano

eigenvalue/eigenvector autovalore/autovettore
characteristic polynomial polinomio caratteristico
algebraic/geometric molteplicita
multiplicity algebrica/geometrica
similar matrix matrice simile
spectral form forma spettrale
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